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Abstract 

 
In the classical data framework one numerical value or one category is associated with 

each individual. However, the interest of many studies lays in groups of records gathered 
according to characteristics of the individuals or classes of individuals. The classical solution 
for these situations is to associate with each individual or class of individuals a central 
measure, e.g., the mean or the mode of the corresponding records; however with this option 
the variability across the records is lost. For such situations, Symbolic Data Analysis proposes 
that a distribution or an interval of the individual records’ values is associated with each unit, 
thereby considering new variable types, named symbolic variables (Brito, 2014). One such 
type of symbolic variable is the histogram-valued variable, where to each entity under analysis 
corresponds an empirical distribution. If for all observations each unit takes values on only 
one interval with weight equal to one, the histogram-valued variable is then reduced to the 
particular case of an interval-valued variable. So, it is necessary to adapt concepts and 
methods of classical statistics to new kinds of variables. 

Currently, the development of models and methods for the representation, analysis, 
interpretation and organization of distributional data is growing (Dias and Brito, 2022). Linear 
models are the basis of several statistical methods, such as linear regression and linear 
discriminant analysis. The Distribution and Symmetric Distribution (DSD) linear regression 
model proposed in Dias and Brito (2015) allows predicting the distribution of the target 
variable from other histogram-valued variables, and is obtained optimizing a criterion based 
on the Mallows distance between the observed and the predicted distributions. As in classical 
analysis, it is possible to deduce a goodness-of-fit measure from the models whose values 
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range between 0 and 1. A linear discriminant function is constructed using the linear 
combination definition that supports the DSD model (Dias, Brito and Amaral, 2021). The 
discriminant function allows defining a distribution score for each unit. Classification in two a 
priori groups is then based on the Mallows distance between the unit’s score and the score 
obtained for the barycentric histogram of each a priori class. The observation is then assigned 
to the closest class. When considering more than two a priori classes (Santos, Dias, Brito and 
Amaral, 2023), one possible approach consists in dividing the multiclass classification problem 
into several binary classification subproblems. In this case, two well-known multiclass 
classification techniques may be applied: One-Versus-One (OVO) and One-Versus-All (OVA). 
The alternative approach consists in defining several linear discriminant functions, under the 
condition that each new discriminant function must be uncorrelated with all previous ones. 
Classification is then based on a suitable combination of the corresponding obtained scores, 
using the Mallows distance. 

Based in the linear model proposed in Dias and Brito (2015), other works are being 
developed such as, for example, a Clusterwise Regression algorithm for interval-valued 
variables and an Outlier Detection method for distributional data. 
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